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Abstract 

Due to the huge amount of documents in the internet made it difficult to get 

useful information. Automatic text summarization  is a good solution for such 

problem, which is based on a selection of important sentences from one or 

multi-document without losing the main ideas of the original  text. In this  

paper a new method was proposed which depend upon selection of seven 

features for every sentence in the documents. These features fed into the fuzzy 

logic system to give scores  to these sentences. Firefly algorithm applied as 

association rule mining to minimize the set of rules generated by the fuzzy 

logic system and finally redundancy reduce performed to remove redundant 

sentences. The proposed model is performed using dataset supplied by the 

Text Analysis Conference (TAC-2011) for English documents.  The results 

were measured by using Recall-Oriented Understudy for Gisting Evaluation 

(ROUGE). The obtained results support the effectiveness of the proposed 

model. 
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 تلخيص النصوص المتعددة باستخدام المنطق
الضبابي وخوارزميه ذبابة النار   

 

سهاد مال الله            م.زهير حسين عليأ.م.د   

 الخلاصة

بسبب كثرة المعلومات الموجودة في الانترنيت ولاهميتها أصبح موضوع تلخيص النصوص من 
المواضيع المهمة حيث يعتمد على أختيار الجمل المهمه من النصوص متعدده مع المحافظة على 
الفكره الاساسيه للنصوص الملخصة. في هذا البحث تم أستخلاص النصوص بلاعتماد على أستخراج 

لكل جمله من جمل النصوص الملخصة. يتم تقديم هذة الخصائص الى المنطق  سبعة خصائص
الضبابي لاعطاءها تصنيفات بعدها تم أستخدام خوارزميه ذبابه النار لاستخراج القوانين المهمة 

الجمل (TAC-2011)لاختبار النظام وأحتسبت النتائج باستخدام برنامج  ROUGEالخاصه تصنيف 
 انات تم أختيار قاعده بي. 

 
 

I. Introduction 

Due to the rapid growth of information on the World Wide Web a huge 

amount of documents has been produced. This burst of documents made it 

hard to get useful information from them [1].  A lot of pertinent and 

motivating information is discarded by the user due to the huge amount of 

documents. To deal with such problem of information overload, an Automatic 

Text Summarization (ATS) has been used as a solution [2]. The main goal of 

the ATS is to create a summary from multi document or single document that 

express a complete meaning of the document with the least number of words. 

The main purpose of text summarization is to help users in discovering 

information from source documents by gathering the indispensable 

information and giving its shortened form. In such manner, text 

summarization can be considered as an arbiter between information included 

in many documents and users [3]. Text summarization methods are 

categorized as an abstractive summarization and extractive summarization. 

Abstractive summarization depends on Natural Language Processing (NLP) 

strategies for parsing, finding and creating content. Currently, NLP machinery 

is computationally cost-effective but it has less precision. Conversely, 

extractive summarization can be defined as the technique for verbatim 

extraction of the literary components like passages, sentences and so on from 
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the source content. Abstractive summarization is noticed to be complex and 

consumes more time as compared to extractive   summarization [4]. The 

fundamental objective of  extraction technique is the picking of suitable and 

pertinent sentence from the input documents. . A technique to acquire the 

suitable   sentences is assigned a weight for each sentence    which indicates 

the salience of a sentence for choosing to be included in the  summary  [5]. 

Depending  on  the quantity of documents to be summarized, the 

summarization  can be classified to a single document summarization (SDS) 

and multi-document summarization (MDS) . Only one document  can  be 

condensed into a shorter one in  sing SDS, whereas many   documents is 

condensed into one summary in MDS [6]. Also summarization can be 

classified as either generic based or query based, on generic based a summary 

is created for all documents independent on specific subjects, whereas in 

query based a summary is  created depending on user who want specific 

information [7]. In this paper, we have proposed a new method for automatic 

MDS based on computing seven different  features for each sentence, then a 

fuzzy logic used to assign scores for each of these features. Firefly algorithms   

applied to get most confidence rules which identify the most important 

sentences to be included in the summary. The proposed method applied to the  

Text Analysis Conference (TAC-2011) data set  for English documents only.  

II. Related Works 

 Identifying the most important sentences to be included in the summary 

is the main goal of the ATS. Understanding the main content of the document 

and producing a short summary, consider a hard natural language processing 

problem. There are many methods to perform such process. Most of these 

methods focused on extraction summarization [8]. In this section we 

investigate some of these methods. In [9]  a set of  desired features for each 

sentence be extracted. These features include whether it's first or last sentence 

in the paragraph, the similarity between the sentence  the  title, the length of 

the sentence, the number of thematic words and finally  the number of 

emphasizing words, these extracted features used as input to the fuzzy 

inference system where a Bell function used to give a membership for each 

feature. The output of the membership is one of three {important, average, 

unimportant} which identify the importance of each rule. There are too many 

rules generated by the fuzzy inference system so a combination of genetic 

algorithm and genetic programming performed to optimized the number of 

rules.  In [10]   suggested fuzzy-swarm hybrid diversity A method that merges 

three models depend on swarm, diversity and fuzzy-swarm. The diversity-

based model forms, sentence groups arranged in a binary tree according to 

their scores. It then executes Maximal Marginal Importance (MMI) to choose 
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the sentences for embedding in the summary. The model based on binary 

Particle Swarm Optimization (PSO) is applied to optimize the weight related to 

every feature of the objective function. The location of the particle is a string 

of bits, where one means that the related feature is chosen, otherwise it has a 

zero. On obtaining the weights, the score is given for every sentence and the 

sentences that have higher score are chosen to be incorporated in the candidate  

summary. In the model based on fuzzy logic and swarm, the sentence score is 

calculated by a system of inference in the fuzzy algorithm, starting with the 

weights creates with PSO. The sentences are sorted depending on the score and 

the summary is acquired. In [11] a new method for generic multi document 

summarization based on optimization model was proposed. The approach 

creates a summary by extracting the most important sentences from the 

documents by computing sentence to sentence relation, summary to document 

collection and sentence to document collection. An improved differential 

evolution algorithm was used to solve the optimization problem that reduces 

the redundancy in the created summary and get the most salient sentences to be 

included in the summary. In paper [12]   a set of  features extracted for each 

sentence. These features used as input to the combination model which consist 

of Cellular Learning Automata (CLA),  PSO and fuzzy logic. The CLA was 

used to calculate the similarity between sentences to reduce the redundancy. 

While the PSO was used to set a weight for each feature. The fuzzy logic used 

to give scores to the sentences, then the sentences were arranged in descending 

order, the sentence with higher score was selected to be included in the created 

summary.  

 

III. Problem Statement and Formulation 

To produce a good summary for any MDS system two issues must be 

considered. These issues are  

1-Relevance: can be defined as the goodness of information included in the 

created summary. A summary considered as relevant if it includes many 

information relevant to the main topic of the documents. 

2-Redundancy: The generated summary must include less redundant 

information. Since  want to cover most of the relevant information in the 

documents thus by reducing redundancy can cover most of the main topics in 

the original documents. 

Then, to formulate the problem suppose have  a corpus which consist of 

many clusters, each cluster contain a set of documents called D with the same 

topic. The set D can be defined as D= {d1, d2,…, dn} where  n is the number 

of distinct document in D. Each  D can be represented by  a set of sentences 

called Si, i.e D= {Si | 1<=i<=M} M represents the total number of sentences in 



JOURNAL OF COLLEGE OF EDUCATION 
NO.3………..….………..…….…2017 

 

  

143 

the set D. Our   goal is to find a subset of set D called A i.e. A ⸦ D  that 

satisfies both relevant content  and reduce redundancy.  
 

IV. The Proposed Method 

   In this paper a new method for MDS was proposed which depend on 

computing seven features for each sentence, then these features are introduced 

to fuzzy logic to give scores to the sentences. The outputs of   fuzzy logic are a 

lot of sets of rules. A firefly algorithms used to as Association Rules Mining 

(ARM) by getting the most confidence rules finally  reduce redundancy 

performed. There are five main steps in our MDS systems. 

1-Preposessing 

2-Feature Extraction 

3-Fuzzy logic, scoring and generations of rules 

4-  Association Rule mining using firefly 

5- Reduce redundancy 

 

1. Preprocessing 

There are four steps for preparing the data these steps are 

A- Sentence segmentation: is an  important approach in text processing such 

as  machine translation, information extraction, text summarization and 

syntactic parsing. Sentence segmentation is done by splitting the source text 

into sentences according to the period "." between sentences.   
 

B-Tokenization: Is the process of splitting sentence into word. 

C-Stop word removal: Is the third step in preprocessing steps, where words 

which don't give the necessary information for identifying significant meaning 

of the document content and appear frequently are removed. There are a 

variety of methods used for specifying of such stop words list. Presently, a 

number of  English stop word list is usually used to help text summarization 

process. Regardless of its repetition and having no effect to the meaning, these 

words contribute an important percentage of  the overall documents. Removing 

of such words can increase the efficiency and effectiveness of information 

retrieval process. The document size can be minimized without affecting its 

meaning, less memory and time consumed. 
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D-Word Stemming:  is the process of producing root of the word, in This 

paper  word stemming is performed  by removing suffixes proposed by 

Porter’s stemming algorithm [13]. 

2. Features Extraction 

It's an important part of  Text summary, which include compute of  features 

score for every sentence. These features include sentence position, sentence 

length, numerical data, Thematic word, title word, proper noun and centroid 

value 

A-Sentence positions: Where the higher score will give to the first sentence, 

and the score decreases according to the sentence position in the document. 

This feature can be computed according to  equation (1).  
  

𝑭𝟏 =
𝑵−𝑷+𝟏

𝑵
                     (1) 

 

  Where  N represents the total number of sentences in the  document 

          P current position of the sentence 

B-Sentence length: This feature is helpful for deleting the short sentences, 

the short sentences are the new article which includes writer name, datelines 

which is not necessary to be included in the summary. This feature is 

calculated by dividing the sentence length by the length of longest sentence in 

the document as in equation (2). 

 

      𝑭𝟐 =
𝒔𝒆𝒏𝒕𝒆𝒏𝒄𝒆 𝒍𝒆𝒏𝒈𝒕𝒉

𝒍𝒐𝒏𝒈𝒆𝒔𝒕 𝒔𝒆𝒏𝒕𝒆𝒏𝒄𝒆 𝒍𝒆𝒏𝒈𝒕𝒉 𝒊𝒏 𝒕𝒉𝒆 𝒅𝒐𝒄𝒖𝒎𝒆𝒏𝒕
         ….   (𝟐)    

            

C-Numerical data:  The numerical information appearing in the document 

has important information and it would more probably incorporate into the 

summary [13]. This feature is calculated according to the following 

equation(3) 

  𝐅𝟑 =
𝐍𝐮𝐦𝐛𝐞𝐫 𝐨𝐟 𝐧𝐮𝐦𝐞𝐫𝐢𝐜𝐚𝐥 𝐝𝐚𝐭𝐚 𝐢𝐧 𝐭𝐡𝐞 𝐬𝐞𝐧𝐭𝐞𝐧𝐜𝐞

𝐓𝐨𝐭𝐚𝐥 𝐬𝐞𝐧𝐭𝐞𝐧𝐜𝐞 𝐥𝐞𝐧𝐠𝐭𝐡
        … (𝟑) 

                            
 

D-Thematic Words: is the term that appears most frequently in the 

document. This feature can be calculated by computing the frequencies of all 

terms in the document, then top (n) terms with the highest frequency is 

selected, in this research, we used top (5). This feature is calculated by dividing 

the number of thematic words in the sentence by the maximum thematic words 

in  the document as explained in equation (4). 
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                    𝐅𝟒 =
𝐍𝐮𝐦𝐛𝐞𝐫  𝐨𝐟 𝐭𝐡𝐞𝐦𝐚𝐭𝐢𝐜 𝐰𝐨𝐫𝐝𝐬 𝐢𝐧 𝐭𝐡𝐞 𝐬𝐞𝐧𝐭𝐞𝐧𝐜𝐞

𝐌𝐚𝐱 𝐧𝐮𝐦𝐛𝐞𝐫 𝐨𝐟 𝐓𝐡𝐞𝐦𝐚𝐭𝐢𝐜
   … (𝟒) 

 

E-Title word: This feature is important when summarizing the document. 

The score was calculated by dividing the number of title words in the sentence 

and total  number of  words in the title as follows (5). 

 

                      𝐅𝟓 =
𝐍𝐮𝐦𝐛𝐞𝐫  𝐨𝐟 𝐭𝐢𝐭𝐥𝐞 𝐰𝐨𝐫𝐝 𝐢𝐧 𝐭𝐡𝐞 𝐬𝐞𝐧𝐭𝐞𝐧𝐜𝐞

𝐍𝐎.  𝐎𝐟 𝐰𝐨𝐫𝐝 𝐢𝐧 𝐭𝐡𝐞 𝐭𝐢𝐭𝐥𝐞
   …  (𝟓) 

F-Proper noun: A higher score is given to the sentence if it contains the 

maximum number of proper nouns [14]. And it's calculated  As in (6) 
 

            𝐅𝟔 = 
𝐍𝐮𝐦𝐛𝐞𝐫 𝐨𝐟 𝐩𝐫𝐨𝐩𝐞𝐫 𝐧𝐨𝐮𝐧𝐬 𝐢𝐧 𝐭𝐡𝐞 𝐬𝐞𝐧𝐭𝐞𝐧𝐜𝐞

𝐒𝐧𝐞𝐭𝐞𝐧𝐜𝐞 𝐥𝐞𝐧𝐠𝐭𝐡
     … (𝟔)   

 

G-Centroid value: Is a feature used to specify salient sentences in the 

multiple documents [15].  This feature can be calculated as follows 

  

             𝑭𝟕 = ∑ 𝑪𝒏
𝒊=𝟏 wi                      (7) 

 

             Cwi=TF *IDF                   (8) 

 

DF=log[
𝑻𝒐𝒕𝒂𝒍 𝑵𝑶.  𝒐𝒇 𝒅𝒐𝒄𝒖𝒎𝒆𝒏𝒕𝒔

𝑵𝑶.  𝒐𝒇 𝒅𝒐𝒄𝒖𝒎𝒆𝒏𝒕𝒔 𝒄𝒐𝒏𝒕𝒂𝒏𝒊𝒏𝒈 𝒕𝒉𝒆 𝒈𝒊𝒗𝒆𝒏 𝒘𝒐𝒓𝒅
    ]   …   (9) 

 

Where Cw  is the centroid of the words 

TF is the term frequency which represents the frequency of a given term in 

the document. IDF is the inverse term frequency computed by division of the 

total number of documents and the number of documents including the given 
 

3. Fuzzy Logic Scoring 

The obtained features from the previous section are introduced as inputs to 

the fuzzy logic. The fuzzy logic system uses the triangle membership function 

to partition the score of each feature into one of three values   that are high, 

medium and low [16]. The triangle membership function is defined in equation 

(10) 
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          𝐟(𝐗:𝐚, 𝐛, 𝐜) =

{
 
 

 
 
𝟎  𝐢𝐟 𝐱 < 𝐚 𝐨𝐫 𝐱 > 𝐜 

𝐱−𝐚

𝐛−𝐚
 𝐢𝐟 𝐚 ≤ 𝐱 ≤ 𝐛

𝐚−𝐱

𝐛−𝐚
𝐢𝐟 𝐛 ≤ 𝐱 ≤ 𝐜

          (𝟏𝟎) 

 

At the end of this step many rules will be generated. Figure(1) shows how 

triangle membership function  assigns a value to the input variable sentence 

length. Where an input variable (X) assigned a value  according to eq. (10) 

then as shown in figure (1) it take on of the values (low, medium or high) 
 

  
Fig(1) triangle membership function. 

 

 

4. Firefly Algorithm 

In 2008 Xin she Yanq proposed a firefly algorithm (FA) which identified by 

their flashing light. The main goal of flashing light  is to attract other fireflies. 

FA formulated by assuming the following                            

A-All fireflies can consider as a unisex. 

B-The brighter firefly attracts the less bright firefly. 

C-The move of firefly will be randomly if the given firefly is brighter than 

all others fireflies[17]. Figure (2) shows the main FA operations  
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                                 Figure (2) Firefly operation   

 

5. Association Rule Mining using Firefly Algorithm 

   As we have shown  there are too many rules generated by the fuzzy logic so 

our goal is  to optimized these rules and find the most confidence rules.  ARM 

applied to reach this goal, ARM is the most important technique  in data 

mining that can be used to extract necessary information from large databases. 

The main goal of ARM is to find the relationship between frequent itemsets, 

and it has the form A →B in which A and B represent the antecedent  and 

consequent part of the rule respectively [18]. There are two important 

parameters in association rule which called support and confidence. 

Support: the support can be defined as the number of transactions in the 

database that include both A and B 

𝑠𝑢𝑝𝑝𝑜𝑟𝑡(𝐴 → 𝐵) =
𝐴∪B

|𝐷|
     (11) where |D| represent the number of records. 
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Confidence: represent the strength of the rule  

 

                                              𝒄𝒐𝒏𝒇𝒊𝒅𝒆𝒏𝒄𝒆(𝑨 → 𝑩) =
𝐬𝐮𝐩  (𝑨∪𝐁)

𝐬𝐮𝐩  (𝑨)
         (12) 

 

There are many algorithms that can be used for ARM such as Aproiri  and 

Fp-growth algorithm, but most of these algorithms required to specify 

minimum support and minimum confidence which set by the user [19]. In 

recent years there are many algorithms that used in rule mining such as genetic 

algorithm, evolutionary algorithm and swarm algorithm. These algorithms can 

be used without the need to define a minimum support and minimum 

confidence also can get the required rules in one stage. In our proposed method 

we used firefly algorithm that described in [20] with some modification to the 

fitness function. 

    We can explain the two basic  steps of the algorithms as follows 

Each rule represented by one firefly this technique used to compute association 

rule that has high frequency. 

Encode and compute the fitness values for every firefly. The fitness value for 

our proposed method is as follows. 

Fitfit(i)=[sup(A ᴜ B)/sup(A)].[sup(A ᴜB)/sup(B)].[1-sup(AᴜB )B)/ 

|D|]+max(cos_sim (sent(i),Ref_summary))      (13) 

Where 

A- [sup
(𝐴∪B)

sup(𝐴)
]   Shows how the antecedent part creates the probability of the rule. 

B- [sup
(𝐴∪B)

sup(𝐵)
] Shows how the consequent  part creates the probability of the  rule. 

C-[1 − sup(𝐴∪B)

|D|
]Shows how the whole data, create the probability of the rule 

max(cos_sim (sent(i),Ref_summary)) 

  Shows the cosine similarity between the sentence and the reference summary. 

This the first three terms acts to compute the rule mining in the database while 

the fourth term acts as a  measurement of how the sentence belong to the 

reference summary.    

 

V. Reduce Redundancy 

 One of the most problems in the MDS is the redundancy, because there 

are many documents on the same topic. Some sentences may be repeated. 

Therefore, reduce redundancy is very important to allow the generated 

summary express the main ideas of the documents that we want to be 

summarized. The equation used to compute redundancy between two sentences 

as in [21]. 
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 𝑹 = 𝟐∗𝑴𝒔

𝑴𝟏+𝑴𝟐
           (14) 

Where R  number of redundancy between two sentences 

Ms number of similar words between two sentences 

M1 number of words in sentence one 

M2 number of words in sentence two. 
 

Where every sentence selected to be added to the candidate summary will be 

compared to all previous selected sentences in the summary. If R is greater 

than the specified threshold, then the selected sentence will be ignored. There 

are two modes in our proposed model training  mode and testing mode. In the 

training features that extracted from 50 documents are used as trainers. In the 

testing mode the remaining 50 documents were used.  
 

VI. Dataset and Evaluation metrics 

The dataset used in our proposed method  is the Text Analysis Conference 

(TAC-2011) which consist of seven languages (English, Arabic, Greek, Czech,  

French, Hindi, Hebrew). There are10 topics, each of 10 documents for each 

language [22]. Our proposed method deal with English language only. 

Evaluation ROUGE [23] was  used to evaluate the proposed system the 

output of rouge package is three numbers which represent,  precision (P), 

Recall (R) and F−score. They formulated as follows.  

 

  𝐏 =  
𝐒𝛜𝐡𝐮𝐦𝐚𝐧 𝐬𝐮𝐦𝐦𝐚𝐫𝐲 ∩ 𝐒𝛜𝐬𝐲𝐬𝐭𝐞𝐦 𝐬𝐮𝐦𝐦𝐚𝐫𝐲

𝐒𝛜𝐬𝐲𝐬𝐭𝐞𝐦 𝐬𝐮𝐦𝐦𝐚𝐫𝐲
  …   (𝟏𝟓) 

 

𝑹 = 
𝑺𝝐𝒉𝒖𝒎𝒂𝒏 𝒔𝒖𝒎𝒎𝒂𝒓𝒚 ∩ 𝑺𝝐𝒔𝒚𝒔𝒕𝒆𝒎 𝒔𝒖𝒎𝒎𝒂𝒓𝒚

𝑺𝝐𝒉𝒖𝒎𝒂𝒏 𝒔𝒖𝒎𝒎𝒂𝒓𝒚
  … (𝟏𝟔) 

    

 

𝐅 =
(𝟏 + 𝛃𝟐 )𝐑 ∗ 𝐏

𝐑 + 𝛃𝟐 𝐏
         (𝟏𝟕) 

Where 

𝛃 =
𝐏

𝐑
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VII. Experimental Results 

 The TAC-20111  dataset was used in our proposed  system for MDS for 

English document only. Created summary evaluated using the measures F-

score, Recall and precision. The following figure shows the results of our 

proposed method and the peer summary of the system   

 

 
Figure (3) Evaluation Measures. 

 

Figure ( 3) shows that our proposed method gives better results than system 

results. Where X-axis represents the document set id1,id2… id10 for each of 

the topics in the data set and y-axis represent the values of Recall, Precision 

and F-score of our proposed system compared to the system values.  
 

VIII. Conclusion 

 In our proposed method for MDS we have extracted seven features from the 

dataset TAC-2011 for every sentence. The seven features fed to the fuzzy logic 

to score the sentences and generate a set of rules then a firefly algorithm 

applied as an ARM to optimize the set of rules. Appling firefly algorithm for 

ARM avoided the system the problem of setting support and confidence 

parameters by the user. The incorporation of fuzzy logic and firefly algorithm 

showed good results for MDS.  
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