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ABSTRACT

this papers aim to parameter right truncated Laplace distribution estimate
by some estimation methods (MOM, MM, PER and MLE), Simulation
experiments was used for comparison between each of the estimators
methods to obtain the best method to estimate the parameter. The
simulation is to generate random data follow the distribution of Right
truncated Laplace Distribution on three models of the real values of the
parameter A;(B=1), A,(B=0.5), A;(B=3.4), and with samples
size (n=10, 25, 50, 75, 100) and sample iteration (N=1000). Comparisons
have been made between the obtained results by using two creteriar, which
they are estimation (MSE) and (MAPE), the results are given in tables for
comparison purpose. The results indicate that:-In all the samples sizes, the
(mom) method is the best of the other methods.
Key Words: Right Truncated Laplace Distribution, Estimation Methods
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1 .Introduction

The literal meaning of truncation is to “shorten” or “cut-off” something.
Extending this definition to our world of situations, we can define the
truncation of a distribution as a process, which results in certain values
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being “cut-off”, there by resulting in a “shorted” distribution™. Statistical
inference can be subdivided into two groups, first of them is estimation and
the other is hypothesis testing one of the most important estimation is the
point estimation of unknown parameter, The process of estimation is one of
corners tones in the process of statistical inference, which is known as
“process” which is made of preliminary conclusions about community on
the basis of the results extracted from the sample drawn for the point
estimation used in this thesis. The important branches of estimation, which
is known as the “finding the numerical value” and used to estimate the
parameter of the community of the samples community is almost the
characteristics of the original community, in which the samples are
drawn®.

Let X be a random variable of the laplace distribution, the probability
density function :1*

B = el vl (1)

Where:

x . is a value of random variable X, and —o0 < x < oo

i : is the location parameter, and —oo < u < o

B : is the scale parameter, and 8 > 0.

and cumulative distribution function for the laplace distribution:
(

p—x

| 1 (T) for x= u
F(x\w, B) 4 ..(2)
Ik _(T) for x< pu

N | =

N | =

2. Right-Truncated Laplace Distribution

Let g be a random variable of the right truncated Laplace distribution, the
probability density function (p.d.f) for general truncated distribution as the

following formula*?

__f»™
9 =10 e ..(3)

Where:

x : value of the random variable ,a < x <b.

f(x) : is the (p.d.f) of the distribution.

F(a): is the (c.d.f) value of the lower bound of truncation interval (a).
F(b): is the (c.d.f) value of the upper bound of truncation interval (b).
If a = -c0 and b =0, then the equation (3) become:

50



JOURNAL OF COLLEGE OF EDUCATION ----:- 2017 NO1

_ f(x)
9w = 10— (4

From equation (2) for Laplace distribution with location parameter (¢) and
scale parameter (f), we get:

1 _ (ut0)

F(—) = e F

=0

1 _(u-0)
F(O) = E e B

= 1 e_%

2

Then:
_u

F(0) — F(—w) = ~ ¢ # ...(5)

We take one sided from equation (1) which is left Laplace distribution we

get:
e F)
fo) = - (6)

By substituting equations (5) and (6) in equation (3), we obtain the (p.d.f)
for right truncated Laplace Distribution:

e_<uﬁ%x)
2
g0 =+ i
ze’
8
=% (7
Where:

x :is a value of random variable ,and —o<x < 0.
B : is the scale parameter, and g > 0.

Now f_ooog(x)dx = 1, and from equation (7), we get:
01 x x0
—eb dx = eP =1
J;ooﬂ — 00

The (c.d.f) for general truncated distribution as the following formula™®:

_ Jirwadu
G(.X') = m (8)
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Where
f(w) is (p.d.f) for distribution, to find the cumulative distribution function
(c.d.f) for the right truncate Laplace Distribution, as following:

J7 fw) du
G0 = Fo-re)
By substituting equations (5) and (6) in the general formula of equation (8),
we get:
_(u)
fxe B u
G(X) = . 1ZB_E
ze’
p—u\|*
e‘(T)
—_— _E —®
e B
u—x H+oo
e‘(T) — e‘(T)
- y
e B
G(x) =eb ...(9)

3.Some Properties of the right truncated Laplace Distribution
3.1 Median:

The median of a random variable G of the (p.d.f) for the right- truncated
Laplace Distribution can be obtained as follows™!:

Gx) =~

xx 1_2

B =_

¢ =3

x=—Lf1In2 ...(10)

3.2 Some Moments of right truncated Laplace Distribution:
The general formula for moments™:

E(x™) = fx x™ g(x) dx ...(11)
We can find the first moment by substituting (n = 1) and equation (7) is
equation (11), we get:

™R

E(x) = f_ooox %e dx
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u==x , du = dx
Let L = x
dv=-ef dx , v=ehB
B
x0 0 x
E(x) =xeF —f ef dx
=—-f ...(12)

We can find the second moment by substituting (n = 2) and equation (7) in

equation (11), we get:

E(x?) = f_OOO x? %eﬁ dx

Let

w=x , dw = dx
Let ) )
dz = ef dx , z= fek
x)0 o x
=—-2(xpef —J B ef dx)
E(x?) = 2p* ...(13)

4.Estimation Methods
In this section, we shall discuss some methods to estimate the unknown
parameters.

4.1.Moment Method (MOM )
This method is one of the simplest techniques commonly used in the field
of parameter estimation™ In a wide variety of problems the parameter to be
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estimated is some known function of given finite number of moments about
zero.
The moment method leads to get consistent and unbiased estimators, in this
case the estimators are asymptotically normally distribution"! .
The r™ moments of sample and population for parameter truncated
distribution are given, respectively:

>N x
up =E(xM )= 21210 ..(14)
,u'r =—p3 ...(15)
From equation (14) and (15) the first moment, where (r=1), are given from
follows:

H=H
n
R-E- 110 g
n
Then
,BAmom ==X ...(16)

4.2 Modification Moment Method (MM)
In year (1982) the two researchers Whitten and Cohen suggest new modify
by used equation®:

E[é(x(i))]=e(x(i)) ..(17)
I represents the views rank after arranged in ascending order, C(x(l-)) IS

estimated unbiased for function distribution G (x(;)) and by replacement
G(x()) by plotting position formula®":

l .
G(X(i)) = n—+1 , L= 1,2, e, n
Then
G(xw) = —= when i=1 ...(18)
From two formulas(9) and (18), we get:
X(1)
e F = = ...(19)

n+1

By taking the natural logarithm for equation (19), we get:
) _ L
B = In (n+1)

% = —In(n+1)

IBAmm = —1 ..-(20)

In(n+1)
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4.3 Percentile Method (PER):

This method depends on parameter estimation of any distribution of
inverse distribution function. as depends on the estimation of the parameter
of the right truncated Laplace distribution and on minimizes the value
represented by the equation (9), we get® :

x = BIn(G) ...(21)

From the equation (21), through equated with zero, then squared and take
its sum, we get the following:

Yt (x = BIn(G))? =0 ...(22)

The replacement G(x) by formula plotting position, P; =

1,2,..,n
Now, the equation (22) becomes as follows:

i=1(x — pIn(P))* =0 ...(23)

And to estimate 8 the scale parameter, we take the partial derivative for
equation (23), with respect to g and solving this equation:
i=12(x — BIn(P)) [-In(P)] =0
ie1(xIn(P) — B(n(P))?*) =0
®oxIn(P) - Y, B(Un(P))* =0
ic1xIn(P) = B XL, (In(PY))?
5 Yz xIn(Py)

X, (n(PY)?

i

L =
n+1 ’

..24)

4.4 Maximum Likelihood Estimation Method (MLE):

It is one of the most popular and reliable methods to obtaine a point
estimator of parameters in any distributiont.It copes with all types of
samples, whether uncensored or censored in one way or another and
whether the data are grouped or not!” .

Maximum likelihood method is preferred over all estimation methods
because the MLE has many excellent statistical properties.

Let xq,x,,..,x, be order random sample of size (n) from a distribution
with (p.d.f) g(x,B), such that B the parameter, then the likelihood
function is the joint (p.d.f) of the random samples is®!:

L(n,B)=g(x1,B) . g(x2,B) .....g(xn, B)
= [lix1 9(xi,B)
The likelihood function for equation (7) is:

L(xlixZJ v Xy :8) = ?=1 g(xl,,B)
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n .
Li—q X

= f e B ...(25)

Taking the natural logarithm for the equation (25), so we get the function:

n
Yiz1 Xi

InL= —nlnp + 3 ...(26)

The partial derivative for the equation (26) with respect to the unknown
parameters , we get:

dinL _ -n_ XL, x

—— === (27
We place equation (27) to zero as follows:
_ -n_ Tieg i
0= L
?" = _l%lle ...(28)

Now, from equation (29) we can obtain formula for 5 as follows:

f=— Emk ...(29)

n

5. Simulation experiment and results

5.1 Introduction

With the aim of comparing experimentally between estimation methods
which have been adopted and studied in the theoretical part of parameter
the right truncated Laplace Distribution. We will use the simulation
technique, this part includes some of the general concepts of simulation as
well as a description of the experience of simulation in this research in
terms of the volumes of generated samples. Also we present the results of
test simulation that have been obtained as well as a description of the
program which has been built.

5.2 Simulation

"Simulation” is defined as the process of representation or imitation of
reality using real-specific models. We often find operations in reality that
are complicated in understanding and analysis, so it is best that we describe
these processes that are similar to the pictures real specific examples.
Understanding the model will be achieved when we have a good
understanding of the process of the original or true reality through the
simulation model. It is natural that the degree of any similar experience
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between simulation and reality-based real extent of identical or similar
simulation model of the real system .Its basic program is to develop a
simulation represents the behavior of the calculation a little like real reality
as much as possible. And even building a simulation program, it is the
generation of random data using a sampling taken as a sample of the
community which is supposed to represent the phenomenon in real, rather
than to be taken from the real community and then applied statistical
methods and sports on these random variables to reach the desired results
and then conduct the process analysis and comparison to take the
appropriate decision ™.

As a result of the rapid development in the use of electronic computers,
colorful simulation methods are the effective scientific method, which can
secure the researcher base experimental. It is a guide with a theoretical base
for the selection of the appropriate method for analysis and study of
experimental data and phenomena under study by comparing the
characteristics that have been applied by the simulation.

5.3 Stages of Simulation Experiment Building

building simulation experiments contain the following five important
stages:

First stage (stage set default values):

This is the most important stage because other stages depend on it and at
this stage it has been set the default parameters and values as follows:

1. Choose the sample size n: (n= 10, 25, 50, 75, 100).

2. Choose different values of the scale parameter § scale and conduct
three, § = (1,0.5,3.4)

3. Choose the number of sample replicated size (N): (N = 1000).

The Second stage (data generation):

At this stage, random data is generated by the inverse function for the right-
truncated laplace

Distribution of the equation (9), assuming U = G where U represents a
continuous random variable structured and defines the period (0,1), and the
equation (9) becomes as follows:

x=pf1InG ...(30)

Equation (30) represents random variables required for the one parameters
of the right- truncated Laplace distribution.

The third stage ( find estimators):

At this stage of parameter the discretion of each () of the right- truncated
Laplace distribution through estimation methods is presented with the
theoretical side of this thesis. Equations (16) the Moments Method (MOM).
Equations (20) the Modification Moment Method (MM). Equations (24)
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the Percentile Method (PER). (29) are for the Maximum likelihood Method
(MLE).

The fourth stage (stage comparison):

At this stage of comparison between different estimation methods is done
by using the standard deviations of the comparison between the estimated
methods:

1. Mean square error (MSE®!;

N (p_ )2
MSE(§) = 1_1(.?\, B)
2.Mean absolute percentage error (MAPE)® :
N |B=B
. =B
MAPE(B) = Y
Where

B is the estimated parameter for the parameter .
N is the number of replicated.

6. The simulation Results

In this section will analyze the results of the simulation methods for
estimating the parameter and for right- truncated Laplace distribution , in
order to reache to the best estimation method.

6.1 Estimation results of the Parameters:
6.1.1 Estimation results of the scale parameter (f):
Results of the values for empirical estimates shows in tables (1), (2 ) and

(3):

Table (1) Show the (Mean) of parameter (8 = 1).
Method

. 1.0018 1.2615 1.1649
1.0009 1.1559 1.0849

1.0021 1.0021 1.1536 1.0564

75 0.9975 0.9975 1.1454 1.0514
1.1046 1.0401

Table (2) Show the (Mean) of parameter (f = 0.5).
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Method
O 5009 O 6107 O 5784

o 5037 o 5837 0 5485
o 5023 o 4977 o 5706 0 5291
0.4982 0.4993 0.566 0.5167

Table (3) Show the (Mean) of parameter (3 = 3.4).

3 4439 4. 1346 3 9734
3 3988 3 9461 3 6995

3 3866 3 3918 3 823

3 3946 3 3897 3 855

6.1.2 Results of the values for (MSE) estimates:
Results are shows in Table (4), (5), and (6), the results will be analyzed by
sequence tables, as follows:

Table (4) Show the (MSE) of parameter
Method

0.0402 00402 01679 0.0606

| o 0195 o 0195 o 1336 0.0298
- o 0136 o 0136 o 103 0.0204

- o 0105 o 0105 o 0814 0.0149
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Table (5) Show the (MSE) of parameter (8 = 0.5).
Method

Through the study and analysis of the results obtained from the tables (4),
(5), (6) we found that the orders of preference estimation methods for the
parameter (B) for most of the values in the three cases are as follows:

Order 1 2 3 4

Method MOM MLE PER MM

6.1.3 Results of the values for (MAPE) estimates:
Results are shows in Table (7), (8), (9), the results will be analyzed by
sequence tables, as follows:

m 0.0816 0.0816 0.205 0.095

Table (8) Show the (MAPE) of parameter (8 = 0.5).
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75 0.0873 0 088 0 2253
0.0779 0 0784 0 2288

Through the study and analysis of the results obtained from the tables (7),
(8), (9) we found that the orders of preference estimation methods for the
parameter () for most of the values in the three cases are as follows:

Order 1 2 3 4

Method MOM MLE PER MM

7. Conclusions

Through the simulation, we compare the estimation methods of parameters
for right- truncated Laplace Distribution through which we obtain the
conclusions of this study, which are: In all the samples sizes, the ( mom )
method is the best of the other methods.
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